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Dissonance Reduction In Polyphonic Audio
Using Harmonic Reorganization
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Abstract—In this paper, a method for automatic reduction of
dissonance in recorded isolated chords is proposed. Previous ap-
proaches address this problem using source separation and note-
level processing. In our approach, we manipulate the harmonic
structure as a whole in order to avoid beating partials which, ac-
cording to prior research on dissonance perception, typically pro-
duce an unpleasant sound. The proposed system firstly performs
a sinusoidal plus residual modeling of the input and analyses the
various fundamental frequencies present in the chord. This infor-
mation is used to create a symbolic representation of the in-tune
version of the input according to some musical rules. Then, the par-
tials of the signals are shifted in order to fit the in-tune harmonic
structure of the input chord. The input is assumed to contain one
isolated chord, with relatively stable fundamental frequencies be-
longing to the Western chromatic scale. The evaluation has been
performed by 31 expert musicians, which have quantified the per-
ceived consonance of six varied, out-of-tune chords in three vari-
ants: unprocessed, processed with our system and processed by a
state-of-the-art commercial tool (Melodyne Editor). The proposed
approach attains an important reduction of the perceived disso-
nance, showing better performance than Melodyne Editor for most
of the cases evaluated.

Index Terms—Audio analysis and synthesis, audio for multi-
media, content-based music processing, music processing systems.

I. INTRODUCTION

USICAL Tuning has been an important object of study
along history. A tuning system defines which tones, or
pitches, are used when playing music. The first written evi-
dence related to the tuning of instruments belongs to the old
Babylon (around 1500 BC), where a detailed description of the
Babylonian harp tuning is described in cuneiform script [1].
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Such tuning system was based on the frequency ratio 3:2 (per-
fect fifth). Later, Pythagoras (sixth century BC) developed such
tuning system based on the perfect fifth in order to define the
well known Pythagorean tuning [2]. Such strong relationship
between mathematics and harmony has been studied by many
later scientists and musicologists, among which Zarlino was es-
pecially important during the Renaissance.

During the process of music recording in modern studios,
the tuning of instruments and vocals is an important aspect to
take into account [3]. Depending on the style, the presence of
out-of-tune sounds can be a reason to repeat a take. However
this is not always possible due to technical limitations of the mu-
sicians or, simply, due to a lack of time or economic resources.
In the case of monophonic instruments or voice, there are many
software tools that can be used during a post-production process
for tuning adjustment. For instance, Melodyne Studio (Cele-
mony! 2003) or Auto-Tune (Antares Technology? 1997) have
been widely used for the tuning of vocals in recording studios
during the last years.

This task becomes much harder when dealing with poly-
phonic recordings. Indeed, despite the fact that polyphonic
transcription and source separation are trending topics within
the research community, current solutions are not fully prac-
tical for professional post-processing purposes. The best
commercial solution for such problems is Melodyne Editor
(Celemony 2009). This software addresses the polyphonic
tuning problem through multiple-f; estimation, source separa-
tion and pitch-shifting [4]. However, in the case of out-of-tune
chords Melodyne does not perform source separation accu-
rately, and beating partials are still present in the apparently
corrected chord [5]. The presence of beating partials is related
to the perceived dissonance of a sound [6].

The concept of dissonance can be interpreted differently de-
pending on the context. On the one hand, the musical disso-
nance is defined as the interval that, according to the classical
harmony rules, is unpleasant to the ear [7]. Typically the inter-
vals of minor second (1 semitone), major seventh (11 semitones)
and tritone (6 semitones) are considered dissonant. On the other
hand, sensory dissonance is defined in perceptual terms as the
‘roughness’ of a sound, and it can be applied either to musical or
non musical sounds. This kind of dissonance has been addressed
by many authors [8], but the most important study about disso-
nance perception was carried out by Plomp & Leveltz in 1965
[6]. The main contribution of this work was to relate the percep-
tion of dissonance to the concept of critical bands proposed by
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Fig. 1. General scheme of the selected approach for polyphonic dissonance
reduction.

Harvey Fletcher in the 1940’s [9]. According to Plomp & Lev-
eltz, two tones are perceived as dissonant when they fall within
the same critical band.

In this paper, we propose a novel approach for dissonance
reduction in polyphonic audio, processing harmony as a whole
instead of performing source separation. We address both the
reduction of musical dissonance and sensory dissonance. The
proposed method assumes that the input chord is stable (fys
are relatively constant along time) and it is composed of har-
monic sounds (i.e. the overtones are placed at integer multiples
of each fj). Some subjective factors related to harmony have
been predefined to achieve a good compromise for a practical
use in common recording studios. Specifically, we assume that
Western music is analyzed.

The selected approach is based on an analysis-resynthesis
scheme (Fig. 1). This approach is based on the sinusoidal plus
residual modeling scheme proposed in [10]. The input to the
system is a mono audio signal x[n] containing the original
dissonant sound, and the output is a processed mono audio
signal y[n]. The developed system can be divided into three
main blocks:

* Analysis stage: The parameters of the sinusoidal compo-
nent of the signal are extracted and, also, separated. This
block is mainly based on the techniques described in [10].

* Harmonic reorganization stage: This is the core of the
system in which the most interesting techniques presented
in this paper are implemented. In this stage, the sinusoidal
parametrization previously obtained is manipulated in
order to reduce the dissonance of the original sound.

* Synthesis stage: This block synthesizes the audio signal
making use of the sinusoidal parametrization developed
after the Harmonic reorganization stage. It is mainly based
on the overlap-add technique [11].

This paper is organized according to the scheme described.
The three main blocks are explained in Sections II, III and
IV. The evaluation methodology is detailed in Section V, and
the results obtained are discussed in Section VI. Finally, in
Section VII, a summary of conclusions and contributions about
the present work has been included.

II. ANALYSIS STAGE

In this section, the Analysis stage is described. Some main
aspects of the sinusoidal plus residual modeling are presented,
namely: sinusoidal estimation (Section II-A), partials tracking
(Section II-B) and extraction of the residual component (Section
II-C). Also, the method selected for multiple f extraction is
explained in Section II-D. A diagram block of the analysis stage
is shown in Fig. 2.
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Fig. 2. Block diagram of the analysis stage.

A. Sinusoidal Plus Residual Modeling

The input chords are analyzed using a sinusoidal plus residual
approach. This model separates the signal z[n] into a sum of
stable sinusoids %,;,[7] and a residual component ,..s[n]
z[n] = Zgn[n] + Zres[n] [10]. This model is especially useful
for the analysis of sustained musical sounds.

In our approach, the parameters of the model are estimated
frame by frame using the STFT. Specifically, for each frame
I € [L, L], three values are estimated: amplitude fli, frequency
@! and phase ¢!. corresponding to each partial » € [1, R]. With
these three parameters, the sinusoidal component can be syn-
thesized according to:

Rl
i, [n] = Al cos(@h - n+ ) (1)

r=1

The parameters (Ai,d)i, (/31,) are estimated from the spectro-
gram X [/, k] of the windowed signal, where [ is the frame index
and k& denotes the frequency value in bins. The STFT com-
putes the /N -point spectrum of consecutive, windowed excerpts
of length M with a certain hop-size . Depending on the pa-
rameters (H, N, M and window function w[n]), the computed
spectrogram can vary in terms of resolution and presence of
secondary lobes [12]. In the proposed method, low presence
of secondary lobes and good frequency resolution, rather than
temporal resolution, are desired. Recall that the input sounds
are expected to be stable along time, therefore temporal res-
olution is not considered a critical point. The chosen window
w(n] is Blackman-Harris 92 dB with parameters M = 8001,
N = 8192 and H = 2048 for a sample rate f, = 44100 Hz.
The attenuation of the secondary lobes with respect to the main
lobe in this window is 92 dB, and the width of the main lobe
is W,, = 8 bins. The frequency resolution achieved with this
window is:

Af =Wy, Jo ~ 44 Hz. 2)

' M

Note that in low registers, this frequency resolution could be
insufficient for one-semitone distances. This situation has been
considered in the Beating reduction block of the Harmonic re-
organization stage (see details in Section III-C).
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B. Estimation and Tracking of Sinusoids

The sinusoidal component is estimated frame by frame by
analyzing the existing peaks within the spectrum, since a stable
sharp peak in frequency corresponds to a stable sinusoid. Ac-
cording to the chosen approach [10], a local maximum above a
certain threshold £ is considered a peak. A peak is detected at
k = k. if | X,[k.]| is larger than its neighboring values in the
magnitude spectrum and larger than Z. Note that the precise fre-
quency value & of the r sinusoid could correspond to a non-in-
teger bin value. So, we estimate £ by finding the maximum of
the parabola that fits | X, [k, — 1]|, | X[k]| and | X [k + 1),
which is computed through parabolic interpolation as explained
in [13]. Additionally, only the largest thirty peaks are selected
to avoid noisy regions to be estimated as sinusoids.

Once the peaks have been detected in a frame of the signal,
a temporal tracking is performed to group them into the same
partial. In this way, we can process each partial independently
to maintain the naturalness of the sound. The chosen method
for time tracking, proposed in [10], is simple but effective. It
connects sinusoids that are close in time, frequency and magni-
tude. Note that we have assumed that the input sounds are static
chords with partials that remain relatively stable along time, so
the time tracking approach chosen works well. With our set of
parameters, the algorithm considers two spectral peaks to be
grouped into the same partial if they fall within a three dimen-
sional mask defined as follows:

(a) they are close in time (< 70 ms)

(b) they are close in frequency (< 0.2 semitones)

(c) they are close in magnitude (< 20 dB)

The mask is wide to allow the tracking of beating partials,
which could oscillate in magnitude and frequency. If more than
two consecutive peaks fall into the same mask, the Euclidean
distance in the three dimensions, time-frequency-magnitude, is
considered to decide the correct track of each partial.

The short partials are discarded because we consider that they
do not contribute to the perceived dissonance. According to
Moore [14], 200 ms is an acceptable duration to correctly per-
ceive the pitch of a sound, therefore we discard all the partials
shorter than this value. The discarded short sinusoids are not
lost, but kept in the residual component of the signal.

C. Residual Component Extraction

The usual procedure to extract the residual part is to sub-
tract a synthesized version of the sinusoidal component from
the original signal: x,..s[n] = z[n] — Z4n[n]. The quality of
the residual component is directly dependent on the sinusoidal
estimation. If the sinusoidal component is properly estimated,
the residual component should contain just transients and noise.
Observe that phase coherence in the subtraction z[n] — 2, [7]
is very important, otherwise a clean residual part would not be
obtained.

Since the residual component is not processed at all, the tran-
sients and noisy aspects of the signals remain unaltered in the
output signal.

D. Multiple-fy Estimation

The Multiple- f, estimation stage analyses the input chord in
order to compute a vector of estimated fundamental frequen-

cies fo = [,}%1, ,]?02 o J?on]- Ideally, 5 would equal the vector
fo = [fo1, foa - -+ fo,,), Which contains the actual fundamental
frequencies of the input chord. We assume that these frequen-
cies do not change along time, i.e. we are dealing with an iso-
lated chord. If the input signal consists of a sequence of chords,
it must be segmented by the user in order to process each chord
separately.

Many f, estimation methods have been proposed in the liter-
ature [15]-[18]. In our approach, we have used the multiple- f;
estimation algorithm proposed by Klapuri in 2005 [16] because
it is relatively straightforward to implement and it outperforms
other reference methods (such as [17] and [18]). This method
consists of a computational model of the human auditory pe-
riphery, followed by a periodicity analysis mechanism. Estima-
tion of multiple fundamental frequencies is achieved by can-
celling each detected sound from the mixture and by repeating
the estimation process with the residual. Therefore, three steps
can be distinguished:

1) Auditory filter bank and neural transduction: The acoustic
signal z(n) is filtered by a set of auditory filters uniformly
distributed in the critical-band scale [19]. The auditory
nerve signal for each channel ¢ is then modeled by a cas-
cade of (i) compression, (ii), half-wave rectification and
(ii1) low pass filtering.

2) Periodicity analysis: In this stage, each channel is analyzed
through several operations based on the Fourier Transform.
The periodicity information of all the channels is combined
to generate a summary magnitude spectrum (SMS). This
information leads to the computation of the salience func-
tion A(7), which represents the strength of each period can-
didate 7. Finally, the function A(7) is normalized in order
not to favour either high or low fos in order to generate the
final salience function A(7).

3) Iterative estimation and cancellation: The global max-
imum of A(7) is a robust indicator of one of the correct fos
in polyphonic signals. However, the next-highest weight
was often assigned to half or twice of the firstly detected
fo. So, an iterative procedure has been developed in which
the cumulative spectrum of the detected fys is synthesized
and, then, subtracted from the original signal in order to
iteratively remove the detected fys from the mixture.

We apply this algorithm frame by frame with the following
parameters: sampling rate = 44100 Hz, window size = 4096
samples, hop-size = 2048 samples, minimum fy = 50 Hz,
maximum fy = 3 kHz, 60 auditory filters from 60 Hz to 5 kHz,
and compression factor » = 0.33 for the neural transduction
modeling. The degree of polyphony is set to n = 5 by default,
but this parameter that can be modified by the user.

III. HARMONIC REORGANIZATION STAGE

The Harmonic reorganization stage (see Fig. 1 and 3) is the
main contribution of this paper, since the methods employed
have been specially designed for the goal described. This sec-
tion is organized according to the block diagram shown in Fig. 3.
There are two parallel paths in this block: the scale fitting of
fo and the processing of the sinusoidal component. The upper
path computes the target fundamental frequencies vector £ (ex-
plained in Section I1I-A) and then generates a grid of overtones
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Fig. 3. Block diagram of the Harmonic reorganization stage.

corresponding to the corrected chord (Section I1I-B). The lower
path processes the partials in two steps: first, a beating reduction
stage removes the modulation of partials that are merged (due
to low frequency resolution, as explained in Section III-C), and
then the processed partials are shifted to conform to the in-tune
output chord (Section III-D).

A. Scale Fitting

Let fs = [fs1,fs2..-fsx.] be a vector of frequencies
corresponding to Ng notes of a given scale along several
octaves. The Scale fitting block substitutes each value of
the vector fy by its closest value in fg in order to generate
fs = [fo1. /5o /5] (corrected fys). The distance between
notes is measured in cents, because all the frequencies have
been converted to MIDI numbers using:

MIDI = 69 + 12 log, (ﬁ) 3)

Therefore, the vector an‘ contains the target frequency of each
note in the ‘in tune’ version of the input chord. Note that this
stage just handles symbolic information, and it does not apply
any processing to the input chord.

We assume that the vector fg is made of notes from of
the Western tempered chromatic scale. The following three
cases have been considered to cover a wide range of practical
situations:

1) fg is the whole chromatic scale: The first approach makes
use of the tempered chromatic scale. We consider that the
notes of the input chord are out-of-tune if they deviate from
the MIDI scale [20] (i.e. the tempered chromatic scale).
During the tuning adjustment, every element in fy is simply
rounded to the closest integer. In this case, no musical as-
sumptions about the input data have been made and devia-
tions larger than one semitone would imply rounding to an
incorrect note. This approach is useful for cases in which
there is not additional information about the input material.

2) fg depends on fo: The Scale fitting process can be im-
proved if the user provides the system with some musical
knowledge about the input chord. Different presets can be
selected by the user: Pentatonic scale, Major scale, Minor
scale, Major chord (root position), Major chord (any inver-
sion), etc. The scale fg is built upon the lowest note of the
chord, fo;, which is taken as the root note. The resulting
scale contains musically meaningful notes related to the

Estimated = V7 Corrected
fo(uz) | MIDINOTE ,&Z iao fgtct.a_ﬂe Ghgl g [woinote
26163 | 60=Ca , M9 | 26163 |60=Ca
333 64.17 =E4 + 17 cents Cmaiorscale 329 64=E4
372 | 66.09=F#4+9 cents g 392 66=G4
535 72.38 = C5 + 38 cents 523 72=C5
Fig. 4. Adjustment with musical restrictions of a largely out-of-tune C major
chord.
5000 _— 5000
4000 BT | (S
) —— | ety
= 3000 et (| NN
O L
= EEE——
[} bt
& 2000 L - — {F-=-—1
o p———
2 | | ——
1000 e | I
‘0
A -
2y P
A3V P
0 @&
Fig. 5. Generation of overtone grid. The overtones of every note (left) are com-

bined into a single grid for the complete chord (right).

input chord. In Fig. 4, an example in which the use of the
major scale has been assumed is shown. The lowest note of
the input chord is C, and the used scale is C major. The note
F#4 + 9 cents has been moved to G4 because F'#4 is not
admitted by the C major scale. The system implemented
allows the user to define customized musical constraints.
This is useful if the user knows which type of chords must
be obtained.

3) fg is customized by the user: Sometimes, the user knows
exactly all the notes of the input chord. In such case, the
user provides the system with all the notes that comprise
the input chord. The user imposes fs = fo, and so each
element in fy is rounded to the desired frequency. The cus-
tomization of fg by the user allows the system to achieve
good results with uncommon chords.

B. Overtone Grid Generation

At this stage, the target frequencies of the notes comprising
the output chord, f§ = [f5,, fi,--- f3,), are known. Then,
we compute the partials structure f/‘Iiwhole of the whole chord to
define the so called overtone grid. The overtone grid is made of
a combination of the harmonics of every f; within the corrected
chord. We denote the harmonic structure of each note as follows:

Flil = [ﬁp 2?0;1 e R?oi] “4)
i = (02,2055 1S5 %)
. o . (6)

We have defined the maximum number of harmonics to be I? =
20, since the energy of the harmonic content over this value
can be assumed to be very low. Consequently, the minimum
frequency of the overtone grid is the first harmonic of the lowest
note, and the maximum frequency is the twentieth harmonic of
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the highest note. The frequencies of all the partials of the chord
are sorted in a single array in order to define f;_, | .

In Fig. 5, this process is illustrated for a C major chord in root
inversion (f§ — [C4, F4, G4, C5]). These notes correspond to

the following frequency values in Hz:
ff{ = [261.63, 329.63, 392.00, 523.25] Hz

According to the explained procedure, the overtone grid of the
whole chord would be:

£ poe = [261.63,329.62, 392.00, 523.25,

659.24, 784.00, 1046.5, ..., 10465] Hz  (8)
Note that all the input notes comprising the chord are supposed
to be harmonic, i.e. the overtones are placed in multiples of the
fundamental frequency. Typically, major and minor chords con-
tain harmonically related notes, so there is a large number of
overlapped overtones. Indeed, this overlapping reduces the per-
ceived dissonance, because beating partials are avoided [21].

The overtone grid generation is robust to certain types of er-
rors in the multiple-f estimation. For instance, an error in the
degree of polyphony is not critical if the overlap between har-
monics within the chord is relatively high. This is especially no-
ticeable when one note and its octave are present in the chord,
since the upper octave does not contribute to a more complete
overtone grid. In the same way, octave errors in the multiple- fo
estimation process (specially when fy; = fo1/2) or fifth errors
do not introduce significant changes to the harmonic structure
of the whole chord.

C. Beating Reduction of Modulated Partials

In this section, the behavior of merged beating partials (usu-
ally found in out-of-tune sounds at low frequencies) is analyzed
and a method to avoid them is proposed.

Recall that, as shown in eq. (2), the frequency resolution
achieved in the Analysis stage is around 44 Hz. This is less
than one semitone for notes below F'#5 (due to the logarithmic
scaling of the frequency axis). This resolution is definitely too
low to resolve beating sinusoids in low frequency, out-of-tune
sounds. When two partials are not independently estimated,
a single peak with periodic oscillations of amplitude and fre-
quency is detected instead of two stable peaks (i.e. the partials
are merged during the analysis). These oscillations are usually
found in out-of-tune sounds and they increase the perceived
dissonance [6].

1) Mathematical Analysis of Beating Sinusoids: We present
a mathematical analysis of two common situations in order to
justify the proposed beating reduction method.

a) Beating sinusoids with the same amplitude: Let x(t)
be the sum of two sinusoids with similar frequencies and equal
amplitude. As shown in eq. (9), this is equivalent to a product of
a carrier and a modulating sinusoid (amplitude modulated tone):

z(t) = Acos((wg + Aw)t) + A cos({wo — Aw)i)

=24 - cos(Awpt) - cos(wpt) ®

°

N
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Fig. 6. Peak frequency spectrogram of two beating sinusoids (440 Hz and
443 Hz) with different amplitude (—12 dB and —9 dB respectively) for two
different window sizes: M = 1024 and M = 65536.

If the analysis window used with the STFT is too narrow, the
representation of the result becomes close to a amplitude mod-
ulated tone. On the other hand, if the window is large enough,
two different peaks can be distinguished.

The instantaneous frequency of z(#) in this case is constant
and equals wg. Due to this, small window sizes provide a con-
stant frequency value but a modulated amplitude.

b) Beating sinusoids with different amplitude: Let x(t) be
a sum of two sinusoids with similar frequencies and different
amplitudes: z(t) = A cos((wp+Aw)t)+ Az cos((we— Aw)t).
In this case, according to [22], this signal can be expressed as:

2(t) = \J AT+ A3+ 241 Ay cos(20w 1)

A — Ay
-cos [ wo t+ arctan [ Aw - A+ A, (10)
1 2

The instantaneous frequency, @ (%), can be extracted by taking
the derivative of the instantaneous phase in eq. (10):

(A7 — ADAw

S0 =
w(t) =wy + A? + A2 + 245 Ay cos(2Awt)

(11)

The instantaneous frequency is constant when A; = A,. How-
ever,if A; # As, atype of periodic modulation in frequency ap-
pears, which explains the presence of strange periodic patterns
in the STFT of polyphonic sounds out-of-tune. Fig. 6 shows the
peak frequency spectrogram of two beating sinusoids as an ex-
ample of this situation. The peak frequency spectrogram only
shows the local maxima over a given threshold (-80 dB in our
case) of the common spectrogram.

2) Proposed Method for Beating Reduction: The proposed
beating reduction method removes amplitude and/or frequency
modulations. Several assumptions about the input chord are
made:

+ Itis astable out-of-tune chord whose fys do not vary along

time. Vibratos or glissandos are not addressed.

+ Attack-Decay-Sustain-Release envelope (ADSR) [23] is
assumed in the amplitude of the partials. Tremolo or atyp-
ical envelope patterns are not addressed.

The contribution of the beating reduction stage to the per-
ceived consonance strongly depends on the type of signal. The
improvement attained is especially noticeable when the chord
is simple and stable (e.g. perfect major/minor synthetic chords
in our evaluation dataset). In contrast, if the input is a signifi-
cantly time-varying signal in terms of timbre and frequency, the
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Fig. 7. Magnitude envelope stabilization of a beating partial. The attack and
the release of the note are fixed, and only beatings are removed.

beating reduction scheme can produce a lack of naturalness or
introduce artefacts, in such case, better results are achieved if it
is disabled. Three steps are performed in our beating reduction
scheme: Envelope reconstruction, Frequency stabilization and
Phase reconstruction.

a) Envelope reconstruction: First, the amplitude envelope
is processed to fit the ADSR model by using a variation of
the envelope reconstruction procedure presented in [23]. The
ADSR model considers several split-points in the envelope of
the signal: start of attack (SOA), end of attack (EOA), start of
release (SOR), and end of release (EOR) (see Fig. 7). Our ap-
proach defines each split-point as follows:

* SOA: First amplitude value above —80 dB (noise

threshold).

* EOA: First local maximum of the envelope.

* SOR: Last local maximum of the envelope.

« EOR: Last amplitude value above —80 dB.
The envelope reconstruction proposed in [23] only considers
these four split-points. In our approach, we also take every local
maximum between the EOA and the SOR (interval called sus-
tain or decay) as a set of tracking points in order to faithfully
fit the original envelope. The interval between each split-point
is modeled by an exponential curve, as proposed in [23]. Note
that, if the amplitude is represented in dBs (logarithmic scale),
exponential curves become straight lines. Our approach for en-
velope reconstruction performs linear interpolation of the split
and tracking points in a logarithmic scale.

b) Frequency stabilization: Frequency modulations might
appear in beating sinusoids, as shown in eq. (11). The proposed
technique removes such modulations by time-averaging the
measured frequencies of the partial. From an analytical point
of view, this can be understood as averaging the instantaneous
frequency @(¢) calculated in (11). Note that the average of w(t)
can be bounded in the following interval:

Ay — Ay

A -4y Ay + 4y
AL+ A

A
wp + A A, w

Aw, wo + (12)

simply substituting cos(2Awt) in (12) by its maximum and min-
imum values, 1 and —1, respectively:

This result is useful to know the approximate range of the
computed average. Later, this average will be moved to a fixed

grid to finally generate the output, as it will be explained in later
sections.

¢) Phase reconstruction: If the frequency of a partial is
changed, the phase evolution has to be adapted to guarantee the
continuity of the sinusoid. The phase state for every frame / is
estimated as follows:

H 2nf,
s
Where ¢!. is the new phase value for partial » in frame [, H is the

hop-size, f, is the new frequency value and f; is the sampling
rate.

¢ =9+ (13)

D. Harmonic Reorganization

The final step in the processing is harmonic reorganization,
which shifts each partial of the input chord in order to fit
the overtone grid fI’fIWhOlC defined in Section III-B, thus, the
perceived consonance in sustained chords is improved. We
observed that harmonic reorganization is responsible for the
highest dissonance reduction in most of the cases evaluated.
This process is performed in several steps:

1) Parametrization of individual partials: As explained in
Section II-A, each partial r is defined by three vectors:
(AL, f1. L. We take the average f, = Y= f'/L asa
single representative value of the frequency of the partial.
The complete array of average frequencies corresponding
to all the partials is called fif 1010, according to the nota-
tion used in Section III-B.

2) Search for the target frequency of each partial: The
vector fy o1, and the overtone grid fg; , . - (defined in
Section III-B) are expressed in MIDI numbers, using eq.
(3). Then, for each element in TH whole , the nearest element
infF; . in semitones is taken as its target frequency.

3) Shifting the partials: Let f4;¢5 = 7}“?“,11016 - fr be the
distance, in semitones, to the target frequency of the partial
7, where f,. is the average frequency value of the partial r,
and f7 ., .1 18 the closest frequency value in the overtone
grid (target frequency). Then, the frequency shift applied
to each partial is:

Af:{fdiff si

far < 3 semitone
0 si

fair > 3 semitone (14)
This condition is applied to avoid shifts of partials to exces-
sively distant positions. In addition, the partials out of the
minimum and the maximum frequencies of the overtone
grid (respectively, the first harmonic of the lowest note and
the 20th harmonic of the highest note of the chord, respec-
tively; see Section I1I-B) remain unchanged.

Finally, the frequency vector of the corrected partial is defined
as f,* = f,l + A f,., and the complete set of parameters for each
partial r is: (AL, f,fl7d3’;,).

In Fig. 8, the peak frequency spectrogram of an out-of-tune
guitar chord at different stages of the system developed is
shown. A reference spectrum obtained analyzing the same
chord played with an in-tune guitar is also presented (Fig. 8(d)).
Frequency and amplitude oscillations along time are noticeable
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Fig. 8. Detail of the peak frequency spectrograms of several versions of a A major chord played with acoustic guitar. (a) Original out-of-tune chord, whose notes

are (name and MIDI number): A2 — 33 cents = 44.77, £2 — 33 cents = 51.77,

A3+ 27 cents = 57.27, C#4 + 16 cents = 61.16, E4 — 20 cents = 63.80.

(b) Original chord after the beating reduction stage (¢) Original chord after the beating reduction and the harmonic reorganization stages. (d) A major chord played

with a real in-tune guitar.

in the partials of the original chord (the reason for this was dis-
cussed in Section III-C). The beating reduction stage removes
these oscillations, and then the harmonic reorganization shifts
the partials in order to produce a spectrogram more similar to
a real in-tune chord. As long as the most important fos are
correctly estimated, the harmonic reorganization stage is almost
free of artifacts for sustained and stable chords.

In the case of time-varying signals, the analysis stage pro-
duces less representative parameters, and beating reduction to-
gether with harmonic reorganization stages can produce arte-
facts. In Section V, we provide some comments about specific
examples.

IV. SYNTHESIS STAGE

With the parameters of the partials modified to be in-tune,
a resynthesis stage of the sinusoidal component is per-
formed. This process is carried out frame by frame through
an overlap-add process. Every frame is synthesized in the
frequency domain and converted into a short windowed wave-
form making use of the inverse FFT. Finally, all the frames are
overlapped and added to give rise to the final output waveform.
Some previous methods are directly based on the inverse FFT
operation, such as [10] or [24].

In the chosen approach [10], the synthesis of one single sinu-
soid in the frequency domain is straightforward due to the use
of Blackman-Harris 92 dB window. In this type of window, sec-
ondary lobes are negligible and only the main lobe is needed to
accurately represent a sinusoid in the spectrum. For each sinu-
soid, a lobe containing frequency, magnitude and phase infor-
mation is placed in the spectrum.

The synthesis of the complete waveform is performed over-
lapping all the frames. For the case of the Blackman-Harris
window, the constant overlap factor is 75%. The spectrum
of each frame is used to create a short windowed waveform

through the IFFT, and this process is repeated for all the frames.
Then all the short waveforms are overlapped and added to create
the final sinusoidal output [12]. The last step of the synthesis
is adding the residual component (which was extracted during
the analysis stage) to give rise to the final output waveform.

V. EVALUATION METHODOLOGY

The evaluation methodology is based on questionnaires that
have been answered by 31 expert musicians. Such musicians
have been asked to rate the perceived consonance of a set of
chords in a dataset.

A. Dataset

The dataset contains 18 different chords. More specifically,
there are 3 versions of 6 different types of out-of-tune chords3.
The sounds are increasingly complex (from synthetic stable
sounds to real chamber ensembles). Most of the chosen sounds
are major chords, because they are very common in Western
music and the difference between in-tune and out-of-tune
chords is quite noticeable:

+ Type of out-of-tune chords

1) C Major played with 6 harmonic complex tones with

ADSR envelope. Notes: C4, £4 4 11 cents, G4 — 21

cents, C'5 + 30 cents. The single notes were artificially

synthesized and then combined.

C minor played with 6 harmonic complex tones with

ADSR envelope. Notes: C4, Eb4 + 13 cents, G4 + 17

cents, C'5 — 32 cents. As the previous case, the notes

were artificially synthesized and then combined.

3) A Major played with a real acoustic guitar. Notes: A2—
33 cents, F52—33 cents, A3+27 cents, C#4+16 cents,
E4 — 20 cents. The guitar was deliberately left out-of-
tune to sound strongly dissonant, and all the strings

2)

3These sounds are available at http://www.atic.uma.es/polytuning
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were played together. Then, each note was separately
analyzed to find out its accurate frequency value.

4) D Major played with a real acoustic guitar. Notes:
D3 —30 cents, A3+ 28 cents, D4+ 15 cents, F'#4+3
cents. The recording procedure was the same as in the
previous case.

5) Bb Major played with a real woodwind quartet: Bb2,
F3 — 44 cents, Bb3 — 50 cents, D5 + 31 cents. The
notes of the chord were extracted from RWC database
[25], carefully pitch-shifted and then combined.

6) C Major played with a real string quartet: C'3 — 6 cents,
E3—7 cents, C4+ 30 cents, G4 — 73 cents. This chord
was generated in the same way as the previous one.

* Versions

(A) Unprocessed chord.

(B) Processed (developed approach).

(C) Processed (Melodyne Editor).

In version B, we have used the following parameters for all
the sounds: sampling rate = 44100 Hz, window size M = 8001
samples, FFT size N = 8192 samples, number of partials per
note & = 30 and degree of polyphony n = 5. In version C,
the degree of polyphony and the notes of the chord have been
manually adjusted for each case in order to achieve the best
results. In next sections, sounds will be identified by combining
the number of the chord and the type of version, i.e. /.4 would
be the first chord in the unprocessed version.

B. Evaluation

1) Subjects: For the evaluation, 31 musicians were inter-
viewed. All of them have passed a minimum of 7 years of formal
music education. There were 16 male and 15 female individuals,
and most of the subjects’ age is below 25. The interviewed mu-
sicians play very different instruments (woodwind, piano, per-
cussion...), so there is no predominant instrument.

2) Questionnaires: The subjects were asked to rate from 1
to 10 the perceived consonance of 18 sounds. For every group
of three versions (A,B and C), they were also asked to choose,
globally, the best version if they had to use such chord in a mu-
sical context.

3) Statistics: Different measures have been taken from the
questionnaires for each sound in the dataset.

e Mean perceived consonance /...

» Standard deviation of the perceived consonance o...

* Percentage of times that each version has been chosen as

the best option among the three versions.

VI. RESULTS & DISCUSSION

The results obtained are shown in Table I. In all cases, the
multiple- fy estimation stage (with a degree of polyphony set to
n = 5) perfectly identified the most important fys of the chord,
and so the target overtone grid was correct. In the chords 1.x,
2.x, 3.x, 4.x and 5.x, the chosen fg is the tempered chromatic
scale (no musical assumptions are made about the input). In 6.x,
the note G4 — 73 cents could be incorrectly rounded to F'#4
because of the large deviation of the partials, so the user must
correct fs with the major scale built upon fo; = C3, ie. C
major scale.

TABLE I
QUESTIONNAIRES RESULTS. X.A: UNPROCESSED SOUND; X.B:
DEVELOPED APPROACH; X.C: MELODYNE EDITOR

Chord Perceived Chosen as
version consonance [1-10] best result
1.A Original e =3.48 0, =148 3.2%
1.B Our approach | y. =6.64 0. =2.05 77.4%
1.C Melodyne e =548 0. =1.80 19.35%
2.A Original e =2.67 0, =1.30 6.45%
2.B Our approach | y. =5.35 0. = 2.25 74.2%
2.C Melodyne e =3.96 0, = 1.87 19.3%
3.A Original e =4.61 0. =1.89 3.2%
3.B Our approach | y. =7.19 o, = 1.86 83.9%
3.C Melodyne e =5.83 0, =2.35 9.7%
4.A Original e =4.32 0, =1.81 3.2%
4.B Our approach | y. =7.09 o, = 1.68 71%
4.C Melodyne te =6.19 o, =1.99 25.8%
5.A Original e =219 0. =1.27 0%
5.B Our approach | py. =4.03 o, = 2.33 32%
5.C Melodyne pe =4.64 o, =2.38 68%
6.A Original pe =1.54 0. =0.80 0%
6.B Our approach | yc. =5.54 0. =2.15 77.4%
6.C Melodyne e =4.77 0. =1.96 22.6%

In the case of synthetic sounds (chords 1.x and 2.x) the re-
sults show a clear improvement in the consonance of the pro-
cessed sounds. Unprocessed sounds were strongly perceived as
dissonant, whereas the processed ones improved the consonance
rating around 3 points. Moreover, the developed approach pro-
vides better results than Melodyne Editor for the case of syn-
thetic sounds, since in this case noticeable beating partials are
still present in the processed chords. In all comparisons, a #-Stu-
dent test (with p < 5%) revealed statistical validity [26].

The case of the acoustic guitar (chords 3.x and 4.x) is espe-
cially interesting, since it is a very common instrument and the
results are quite satisfactory. More than 70% of the subjects con-
sidered the selected approach to be better than Melodyne Ed-
itor. We conclude that plucked string instruments are very ap-
propriate to be processed with the selected approach, since the
assumed partial stability holds true for most of the cases.

In the case of a woodwind quartet (5.x), Melodyne performs
better than our approach, with a perceived consonance of 4.63
and 4.02 respectively. If both versions are carefully compared, it
can be noticed that the difference between them in terms of dis-
sonance is mild, but Melodyne produces a more natural result.

In the case of the strings quartet (6.x) Melodyne does not
properly separate the various notes of the chord, so 6.C is still
dissonant and unnatural compared to 6.B.

VII. CONCLUSIONS

In this paper, a novel method for automatic reduction of dis-
sonance in recorded out-of-tune chords has been proposed. The
method shown manipulates the harmonic structure of the input
chord as a whole in order to make it fit onto a previously esti-
mated overtone grid. This scheme has applications for profes-
sional post-processing tasks of recorded audio. The most promi-
nent commercial tool for polyphonic sound processing is Melo-
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dyne Editor, which is based on source separation and note-level
processing. However, Melodyne is not really suitable for out-of-
tune sounds, since it is not able to effectively separate two notes
very close in frequency [5].

Additionally, the method proposed reduces amplitude and/or
frequency modulations due to unresolved close partials by
means of a novel beating reduction algorithm. This algorithm
produces a noticeable performance improvement for simple
and sustained chords.

The selected approach is based on an analysis-resynthesis
schema with a sinusoidal plus residual model. The system is
composed of three stages: Analysis, Harmonic reorganization
and Synthesis. In the Analysis stage, the sinusoidal and residual
components are separated, the partials of the signal are tracked,
and the various fy comprising the input chord are estimated.
In the Harmonic reorganization stage, the partials are stabi-
lized and shifted to generate the parameters of the in-tune output
chord. Finally, in the Synthesis stage, the final waveform is gen-
erated using an overlap-add process.

Our approach assumes that the fys of the input do not change
along time (i.e. it is an isolated chord), the envelope of the
signal corresponds to the ADSR model [27] and the notes of
the chord are relatively harmonic (i.e. the overtones are placed
in multiples of the fy). Therefore, input chords with vibrato
and/or tremolo are not addressed. However, plucked strings in-
struments, such as the guitar, are very appropriated to be pro-
cessed with our approach, as demonstrated in Section VI. The
achieved results with other type of instruments are varied, but
we observed they are quite acceptable as long as the signal is
stable in terms of timbre and frequency.

The performance of the system has been evaluated by 31 ex-
pert musicians and it has been compared against the perfor-
mance of the professional reference tools for this task (Melo-
dyne Editor). In the results, the proposed approach shows an
important reduction of the inner dissonance of the chords. For
most of the cases evaluated, our method provides better results
than Melodyne Editor. The most interesting results are found
with acoustic guitar recordings, which are almost free of arte-
facts after processing.

In our future work, we intend to overcome the current limi-
tations of our approach. For instance, the developed system can
benefit from one of the existing chord-segmentation methods
[28] to deal with sequences of chords. Additionally, the anal-
ysis of time-varying sounds (e.g. vibrato or tremolo) can be ad-
dressed with predictive time-tracking algorithms (e.g. HMM-
based approaches [29]). Moreover, further research is needed
to really address the importance of beating reduction in time-
varying chords. Furthermore, the system can be easily adapted
to process inharmonic sounds if the overtone grid is adapted to
the specific inharmonicity of the input notes [30], [31]. Finally,
our system can be also adapted to other temperaments, such as
Pythagorean or Zarlino [2], if the scale vector {5 is redefined.
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